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     Summary  

 Today’s data explosion is an undeniable reality, the full 
extent of which requires further examination. Even though 
there have been other data deluges in the past, the scale of 
this one is unprecedented. 

 Quite apart from its environmental impact, the current 
explosion poses, directly or indirectly, various challenges 
for our societies, including the attention economy, filter 
bubbles, information overload and new inequalities. 

 To prevent the risk of being swamped by this tidal wave, 
technological solutions exist, but a cultural battle is needed 
to promote initiatives to minimise the obsessive 
accumulation of data, which has turned into a “digital 
Diogenes syndrome”. 

Ludovic Haye, Senator 
 

 

 A recurring issue with a long history 

Collecting, accumulating and processing data were human 

activities long before automatic means emerged to perform 

such tasks. Institutions such as the Church and the State were 

responsible for this work, which dates as far back as the 

earliest urban civilisations of Mesopotamia and Egypt. 

As historian Robert Darnton points out, “every age was an age 

of information, each in its own way”.(1)
 

Data explosion is not then a new phenomenon, and earlier 

episodes may have created fears that have since been 

forgotten
 (2)

. 

Nevertheless, previous data deluges seem quite moderate 

compared with today’s era of digital civilization and Big Data, 

defined by the “3 Vs” of data volume, velocity and variety. 

 Gauging the extent of the data explosion 

The volume of data created is growing exponentially, rising 

globally from two zettabytes in 2010 to 18 zettabytes in 2016, 

and then, according to forecasts, to 64 zettabytes in 2020 and 

181 zettabytes in 2025.
(3)

 

This highlights the challenge of data storage, an issue already 

addressed in a separate Science and Technology Briefing
(4)

 

and which will not be examined here. 

The human and technological capabilities required to process 

and sort this data will have difficulty keeping up with its rate  

 

of growth, due to very high costs and the fact that resources 

are concentrated around a limited number of stakeholders. 

      Growth in data volume (in zettabytes) 

 
Source: Statista 

According to Daniel Rosenberg, data is “a category of facts 

and principles that were, by agreement, beyond argument”:
(5)

 

data is therefore variable in content, constructed by social 

and historical consensus. For example, letters were rarely 

saved in the past and were therefore not data, but today’s 

emails are data as they are retained for scanning by existing 

and future algorithms. 

Furthermore, whereas in the past the State, together with the 

Church, was the main collector of data, today it is private 

companies that collect data from multiple sources, including 

the internet, physical sensors, cameras, satellites, navigation 
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systems, industrial processes, health, scientific activities and 

genomics. These developments highlight the unique nature 

of the current data explosion. 

There are several typologies designed to categorise data 

according to various criteria, including their nature, structure 

and use, in order to understand, visualise and, if necessary, 

process the data.
(6)

 The fact that the amount of inaccurate 

data is rapidly rising also makes it more difficult to process all 

the available data. 

 New opportunities provided by Big Data 

The hype surrounding Big Data analysis is primarily driven by 

the new opportunities it offers. While isolated data is of little 

use, when it is combined and processed, knowledge can be 

extracted and predictions made. While deductions 

traditionally use physical laws derived from prior empirical 

research of causes and determinants to make predictions 

through modelling, as in weather forecasting, digital 

technologies use Big Data through inductive approaches, 

analysing vast amounts of data to derive laws. There are two 

types of analysis: applying statistical models to Big Data, and 

machine learning, in which the machine builds the 

algorithmic predictive models that are central to current 

research in artificial intelligence or AI.
(7)

 

Big Data offers many opportunities, particularly on an 

economic level, as the following metaphors illustrate: the new 

black gold, oil of the 21
st
-century and the big data revolution. 

Improvements in business efficiency and human resource 

management, the optimisation of customer relations through 

personalised and/or predictive marketing, and the 

monetisation of customer information are just some of the 

expected benefits for companies. There are many fields in 

which it can be used, including health, transport and science. 

In health, Big Data has been key to advances in 

epidemiology, diagnosis and treatment accuracy.
(8)

 In 

transport, Big Data can be used to optimise use of different 

means of transport and to personalise the passenger 

experience.
(9)

 

Data has also led to the emergence of new business models, 

introduced by companies such as Google, Facebook, Amazon 

and Twitter. These large corporations are using user data to 

operate their services, to generate revenue through targeted 

advertising,
(10)

 often by selling this data as profiles auctioned 

through data brokers, and to predict user intentions – what 

people will buy or do – using algorithms. The data explosion 

has led many companies, even those outside the digital 

sector, to add data processing to their existing business 

activities
(11)

 and to examine these activities in more details 

with a view to optimising them. 

 A worrying environmental and societal impact 

Aside from its real or expected benefits, Big Data brings with 

it various challenges. Digital tools are far from being just 

“virtual”; their use has very real consequences. For example, 

their environmental impact is increasing by 6% per year: they 

were responsible for at least 3.5% of global greenhouse gas 

(GHG) emissions and 4.2% of global primary energy 

consumption in 2019.
(12)

 A report by The Shift Project also 

points out that 44% of French people consider computers 

and the internet to be a threat to the environment. 

An attention economy has been built around the use of Big 

Data, in which companies take advantage of data to capture 

users’ attention even more effectively, expose them to even 

more advertising, and collect even more information in a 

circular fashion. This “new capitalist model”, which some 

describe as “cognitive capitalism”,(13)
 encourages digital 

companies firstly to trap users in filter bubbles,
(14)

 which 

reinforce their points of view and beliefs and focus on 

subjects that seem to interest them, and secondly to spur 

consumers to constantly consume more as a consequence of 

this “influence industry”, which in turn compounds the 

environmental problem.
(15)

 This race for attention has also 

profoundly transformed journalism. The media’s focus is now 

increasingly on speed of publication rather than quality of 

information.
(16)

 From a political point of view, the shift 

towards mediocre, mass-produced information that seeks to 

attract rather than inform is a threat to democracy. 

Democracy is also weakened by the mass surveillance that 

digital technology has made possible, compounded by the 

geopolitical issues inherent in Big Data, where the 

domination of American companies and their data centres is 

the hallmark of data governance in what is truly the age of 

surveillance capitalism.
(17)

 Surveillance capitalism can be put 

to work for the State, as the Prism programme in the United 

States deftly demonstrated through its recovery, since 2007, 

of billions of pieces of personal data collected by companies 

from all over the world. Never one to be outdone, China has 

not hesitated to use TikTok for surveillance purposes, as the 

recent example of spying on foreign journalists illustrates.
(18)

 

The Big Data era has also increased the inequalities 

associated with digital transformation. According to Eszter 

Hargittai, a second digital divide has emerged:
(19)

 the first, 

linked to disparities in access to digital technologies, has 

narrowed, but the second, linked to the ability to adopt 

digital technologies (depending on social background and 

level of education), is widening. Furthermore, the use of Big 

Data can exacerbate existing inequalities because of biases in 

the algorithms whose results reproduce the biases of the data 

samples used. For example, COMPAS, the reoffending 

prediction software used by the US justice system, tends to 

overestimate the risk of reoffending among Black people. 

 The indirect link between data explosion and 

information overload 

To understand the relationship between data explosion and 

information overload, it is first necessary to identify the links 

between data, information, knowledge and wisdom. These 

concepts are linked, but the boundaries between them are 
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blurred and need to be redefined. Data is an elementary 

description of a reality, which has little or no meaning when 

taken in isolation; it is an element or a set of objective 

elements about a fact. Information is a set of contextualised 

data from which meaning can be inferred. In understanding 

the meaning of the information and then integrating it into 

our system of knowledge and values, the information 

acquires the status of knowledge. Lastly, from knowledge, we 

acquire wisdom, or in other words, ethical behaviours. 

Albert Einstein wrote that “Knowledge is acquired through 

experience, everything else is just information”(20)
 and T. S. Eliot 

asked “Where is the wisdom we have lost in knowledge? 

Where is the knowledge we have lost in information?”(21)
. 

The relationship between these concepts can be illustrated 

through meteorology. The temperature measurements taken 

each day at a weather station are data. A curve showing the 

change in average temperature in a place over time is 

information. The fact that the Earth’s temperature is rising as 

a result of human activity is knowledge. Adapting human 

activity according to its impact on global warming is wisdom. 

The diagram below illustrates these relationships. 

 

DIKW Pyramid 

(data, information, knowledge, wisdom) 

 

Source: OPECST 

 

Information volume (too much information to be processed 

by an individual or an organisation in a given time leading to 

information overload), cognitive overload (reaching the limits 

of the cognitive abilities of individuals to process a given 

volume of information) and lastly communication overload 

(new electronic means of communication – emails, online 

discussion forums, instant messaging, etc. – contribute 

significantly to information overload) are the three factors 

that combine to cause information overload, defined as a 

three-dimensional concept by Michel Kalika and other 

researchers.
(22) 

 

 

 

 Difficulties linked to information overload and 

changes in our cognitive structures 

As a report by France’s Centre for Strategic Analysis and 

Directorate General for Labour points out, “Information 

overload (or infobesity) is one of the biggest problems that 

organisations need to solve over the next ten years”.(23)
 

Information overload is a relatively new concept that 

describes the long-standing idea that human beings have a 

limited capacity to process information, both in terms of the 

quantity of information and the ability to retain information 

over a given period of time.
(24)

 Of course, how people react to 

this information overload varies depending on the individual 

because, as Michel Kalika states, “we are not all equal when it 

comes to information overload”.(25)
 

There are several reasons for this, all of which are a 

consequence of the communication explosion, in terms of the 

quantity of messages received and the quantity of 

applications and communication channels used.
(26)

 

Information and communication technologies (ICT) have led 

to a significant increase in the quantity of both these aspects. 

Information overload is also fuelled by the principles 

governing our social behaviour, including our addiction to 

communication, anxiety about failing to receive information 

(Fear of Missing Out or FOMO, a syndrome that can lead to 

depression and is particularly prevalent among young people, 

although it is now becoming more widespread), changes and 

instability specific to the world of work,
(27)

 multitasking, the 

blurring of boundaries between work and private life, and the 

apparent free access to electronic communications. 

According to Caroline Sauvajol-Rialland, emails in particular 

seem to be one of the main tools contributing to information 

and communication overload because “the rate at which 

emails are exchanged has become too fast and uncertain. The 

exponential growth in volume makes it increasingly difficult for 

employees to manage and process their emails”.(28)
 

Information overload or infobesity 

Information overload refers to the excess of 

information that a person cannot process or cope 

with without harming themselves. First coined in 

1962, the term “information overload” was 

popularised in 1970 by the American futurologist 

Alvin Toffler. The concept of “infobesity” appeared in 

1993 with David Shenk, who drew a symbolic parallel 

between information overload and obesity, in which 

the excess of information that stifles our intellectual 

processes is compared to the excess of fat that 

characterises obesity. 
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This infobesity has many consequences, the main ones being: 

at the individual level, stress, anxiety, depression, reduced 

creativity, burnout; at the organisational level, reduced 

productivity, saturation, disorganisation; and at the societal 

level, wasted energy, a significant environmental (and 

especially carbon) footprint.  

Another difficulty arises from the reasoning method used to 

process the data. If inductive reasoning is up-and-coming 

and deductive reasoning is, temporarily at least, declining, 

these two types of reasoning should coexist, otherwise Big 

Data risks bringing about the “death of scientific theory”.(29)
 

Attention should also be paid to the problems associated 

with the use of statistics: the ever growing volumes of data 

increase the opportunities to process them in ways that 

sometimes give the false impression of capturing the truth. In 

the words of two researchers, “numbers are like people. If you 

torture them enough, you can make them say anything”.(30)
 As 

Alain Desrosières wrote in a cautionary note, “data are not 

given”,(31)
 they are constructed and have no meaning in 

themselves, they only describe a part of what actually 

happens and come with many biases. 

Furthermore, our cognitive structures themselves may well be 

altered by this information overload in this data explosion 

age: more than a temporary attraction of our attention, we 

run the risk of impairing our ability over the long term to 

remember, focus and process information, with children 

being particularly vulnerable to these changes.
(32)

 We could 

be the victims of a civilisation in which our mental health is in 

danger after exposure to social media and the internet for 

more than 30 consecutive minutes, a civilisation in which our 

attention span on a given subject is reduced to a few 

seconds, making each of us a goldfish trapped in the fishbowl 

of our screens. This is the picture Bruno Patino paints in his 

influential book, which leads to the question Nicholas Carr 

raises: “Is Google Making Us Stupid?”
(33)

 

Furthermore, several neurological studies have revealed the 

real limits of our multitasking abilities, highlighting in 

addition how our attention is disrupted ever more easily by 

external distractions.
(34) 

 Technological solutions and recommendations 

At a time when we are experiencing what we might call 

“digital Diogenes syndrome”, with every person and every 

organisation storing as much data as possible, remedies to 

this “syllogomania 2.0” are essential The hunt for 

technological solutions to prevent and contain the data 

explosion and information overload must be stepped up. 

This includes research into data aggregation and curation in 

particular. This involves selecting, editing and sharing only 

relevant content:
(35)

 using more effective ways to select 

relevant data could limit the amount of data stored. There are 

also several database projects investigating how to erase 

some data gradually using “controlled decay” technology.
(36)

 

Another example is Personal Information Management 

Systems (PIMS), a technology that is still in its infancy but 

which could provide users with the means to manage and 

control all their personal data. Broadly speaking, Big Data-

based computing holds enormous potential. Over the next 

few years, major breakthroughs are expected that will 

improve the data management and data processing aspects 

of digital technologies: advances in computing and storage 

architectures, data integration and curation, models, software, 

algorithms, artificial intelligence, acquisition and visualisation 

systems, and quantum technologies.
(37)

 

But digital sufficiency is first and foremost a cultural struggle. 

This is why training in digital issues is essential. The goal is 

not so much to learn how to use these tools as to understand 

their consequences and the legislation that governs them. For 

example, despite the General Data Protection Regulation 

(GDPR), which governs the processing of personal data in the 

European Union, only 6% of French people refuse cookies on 

websites.
(38)

 Data protection legislation could be 

strengthened or at least backed up by improved education. 

There is a need to promote digital sufficiency and develop 

digital hygiene at both the individual and organisational 

levels (companies and public authorities), which would 

include regular data clean up days. 

Finally, the desire for digital sovereignty and independence 

from large digital companies requires an open debate on the 

monopoly wielded by these – mostly American – platforms, 

and on the algorithms that capture our attention or create 

filter bubbles that trap us. This goal questions whether French 

and European governance of data and its infrastructure is 

feasible. Several of the people interviewed argued that the 

last resort was to simply disconnect,
(39)

 a response that 

remains stubbornly uncommon in our society. 

 

 

The Office’s websites: 
http://www.assemblee-nationale.fr/commissions/opecst-index.asp 
http://www.senat.fr/opecst 
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Optimal performance according to mental load 

 
Source: Rémi Mounier’s Octopus Ergonomie blog, article on “La surcharge cognitive (ou 
mentale)”,https://octopus-ergonomie.com/blog-surcharge-mentale-cognitive-15 
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2020. 
33 See Bruno Patino, La civilisation du poisson rouge : Petit traité sur le marché de l’attention, Grasset, 2019, and 
Nicholas Carr, “Is Google Making Us Stupid? What the Internet is Doing to Our Brains”, The Atlantic, no. 7, 2008, 
available at: https://www.theatlantic.com/magazine/archive/2008/07/is-google-making-us-stupid/306868/. In his 
book, Bruno Patino explains how Google engineers have managed to calculate the maximum attention span of a 
goldfish that swims in circles around in its bowl and seems to rediscover the world with each lap (eight seconds). He 
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35 Marc Rougier, founder and president of the curation platform Scoop.it France, says that curation is “the convergence 

of three components that involve selecting, organising or editing, and then sharing existing content”. These new 
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detractors, who accuse it of “encouraging the plundering of the web (by the web) through the abuse of copy-and-

paste” (see Caroline Sauvajol-Rialland, Infobésité, comprendre et maitriser la déferlante d’informations, Vuibert, 
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